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• RQ-1: How can we capture the temporal dynamics of
time-series using generative models?

• RQ-2: How to generate bias-free data using generative
models?

• RQ-3: How can generative models generate fair-time-
series data?
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• We introduce TransFusion [1], a Transformer and
Diffusion-based generative model that can generate
long-sequenced high-fidelity time series data. We also
introduce two evaluation metrics called Long
Discriminative Score (LDS) and Long-
Sequenced Predictive Score (LPS) to evaluate
the quality of the synthetic data as well as its
predictive characteristics [RQ-1].

• We present a novel formulation (FLDGMs) [2] of a
fair latent generative framework common for both
GANs and Diffusion models, which introduces the
concept of syntax-agnostic, model-agnostic fair latent
vectors [RQ-2].

• We introduce Bt-GAN [3], GAN-based fair synthetic
data generation framework, specifically designed for
healthcare domain. We use score-based weighted
sampling techniques to capture the sub-group
representations also, we present problem definition of
how generative models are affected by various bias
[RQ-2].

Fig 1: Architecture of FLDGMs [2]

Fig 3: Architecture of Bt-GAN [3]

Fig 2: PCA and t-SNE plots of the real data (electricity consumption dataset, blue dots) and synthetic data (orange dots)
generated by state-of-the-arts generative models and TransFusion [1], each dots represents a sequence of time-series, if the
generative models learns the original data distribution, orange and blue dots should overlap, sequence length: 100

Fig 4.a: ‘Female’ as the sensitive sub-group (Generated by FLDGMs [2])

Fig 4.b: ‘Male’ as the sensitive sub-group (Generated by FLDGMs [2])
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